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Abstract 
 

Privacy and surveillance is a topic with growing importance for working places. 
Today’s rapid technical development has a considerable impact on privacy. The aim of 
this paper is an analysis of the relation between privacy and workplace surveillance. The 
existing techniques, laws and ethical theories and practices are considered. 

The workplace is an official place par excellence. With modern technique it is easy to 
identify and keep under surveillance individuals at the workplace where everything from 
security-cameras to programs for monitoring of computer usage may bring about nearly a 
total control of the employees and their work effort. 

How much privacy can we expect at our workplaces? Can electronic methods of 
monitoring and surveillance be ethically justified? A critical analysis of the idea of 
privacy protection versus surveillance or monitoring of employees is presented. 

One central aspect of the problem is the trend toward the disappearance of boundaries 
between private and professional life. Users today may work at their laptop computers at 
any place. People send their business e-mails from their homes, even while travelling or 
on vacations. How can a strict division be made between private and official information 
in a future world pervaded with ubiquitous computers? 

The important fact is that not everybody is aware of the existence of surveillance, and 
even fewer people are familiar with privacy-protection methods. That is something which 
demands knowledge as well as engagement. The privacy right of the working force is 
grounded in the fundamental human right of privacy recognized in all major international 
agreements regarding human rights such as Article 12 of the Universal Declaration of 
Human Rights (United Nations, 1948). 

The conclusion is that trust must be established globally in the use of ICT (information 
and communication technology), so that both users (cultural aspect) and the technology 
will be trustworthy. That is a long-term project which already has started. 
 

Keywords: Privacy, Cyberethics, Ethics of Trust, Legitimate by design, Disclosive 
ethics, Intentional design for democracy. 

 

INTRODUCTION 
A characteristic of private is that it is not official. Nevertheless, we expect a certain degree of privacy 
even in the most official situations. Privacy is a fundamental human right recognized in all major 
international agreements regarding human rights such as Article 12 of the Universal Declaration of 
Human Rights (United Nations, 1948). But just how much privacy can we expect at the workplace, 



where in some cases we may be subject to surveillance? Can electronic methods of monitoring and 
surveillance be ethically justified? We present a critical analysis of the idea of privacy protection versus 
surveillance or monitoring of employees, based on the data from different cultures with a wide range of 
practices.  
   One important aspect of the problem of privacy at the workplace is the trend toward the disappearance 
of boundaries between private and professional life, when working hours are no longer fixed, when 
people work at their laptop computers at all places imaginable, following the trend toward the 
ubiquitous use of the computer. Ubiquitous computing is the third wave, now beginning, in the use of 
the computer. The first computers were mainframes, the second era, in which we are now, is the 
personal computing era. Next comes ubiquitous computing, with the computing merged into the 
background of our lives.  
   Already, many people send their business-related e-mails from their homes, from airports, while 
traveling or even on vacations. How can a strict division be created between private and official 
information in a future world pervaded with the use of computers for both official and private purposes? 
 
MODERN ELECTRONIC MONITORING AND SURVEILLANCE 
The four basic S’s of computing technology (Searching, Sorting, Storage and Simulation) make 
computers unprecedented tools of control. The ease with which data stored in a computer can be 
manipulated, as if it were greased (Moor, 2004) makes the use of monitoring, surveillance, and spyware 
methods extremely easy from the technical point of view. The consequences of the use of modern 
computation and communication tools in this connection are interesting both from the viewpoint of the 
individual employee (citizen) and from that of society.  
   Present-day surveillance tools include closed circuit television (CCTV), night vision systems, 
miniature transmitters, smart cards, electronic beepers and sensors, telephone taps, recorders, pen 
registers, computer usage monitoring, electronic mail monitoring, cellular radio interception, satellite 
interception, radio frequency identification (RFID), etc. 
   There are indications that the use of monitoring at workplaces has increased and is likely to continue 
to increase rapidly in coming years (Wakefield, 2004). The issues of concern leading to such 
surveillance are business information protection, the monitoring of productivity, security, legal 
compliance and liability, inter alia by means of e-mail-, spam-, pornography- and similar filters.  
   There is in fact, already legislation in various countries permitting the monitoring of employees by 
their employers and one-third of the work force in the US working on-line  is under surveillance [Hinde 
(2002)]. VIDEO is a report summarizing an investigation of video surveillance practices in a number of 
countries (certain European countries, USA, Australia and Canada) and  their effects on privacy. Here 
are some of its conclusions. 
 “The evidence presented to the Inquiry suggests that video surveillance has the potential to have a far 
greater impact on the privacy of employees than is evident presently.” 
 “Covert surveillance involves an extremely serious breach of employee privacy. Evidence presented to 
the Inquiry indicates that there is an urgent need for measures to address the use of covert video 
surveillance in workplaces. Without any legislative protection, employees have no protection against 
secret and ongoing surveillance in the workplace. These measures are needed to address the 
inconsistency in current legislation, which prohibits the covert use of listening devices (refer Paragraph 
5.1.2.2), but gives no protection from covert video surveillance. This inconsistency is best explained as 
the result of regulation being outpaced by technology.” 
   Further, the VIDEO report states that: 
“Although regulation on video surveillance in workplaces in industrialized nations is still taking shape, 
many countries have already imposed limitations on its use. It reflects a belief that video surveillance in 
the workplace is a threat to employees' rights to privacy, dignity and personal autonomy. The two main 
targets for regulation are covert surveillance and the use of surveillance for monitoring individual 
employee work practices. The sources of these protections have been the application of constitutional, 
common law or application of fundamental human rights; privacy and data protection legislation; 
industrial relations legislation.” 



   Advocates of workplace monitoring claim that it nevertheless might be an acceptable method when 
justified by business interests (Wakefield, 2004). However, recent studies show that employees under 
surveillance feel depressed, tense and anxious when knowing that they are monitored (Uyen Vu, 2004), 
in comparison with those who are not under (or who are unaware of) surveillance (Rosen, 2000). 
Psychologists consider that it is obvious that an individual (who knows/suspects that he/she is) under 
surveillance behaves differently from another not monitored, the monitored person restricting his/her 
actions, aware that they are being observed by a suspicious third party. The climate of distrust is 
detrimental to the motivation, creativity and productivity of employees.  
The report for the European Parliament, carried out by the parliament's technology assessment office, 
says the use of CCTV should be addressed by the MEP's Committee on Civil Liberties and Internal 
Affairs, because the technology facilitates mass and routine surveillance of large segments of the 
population. Automated face or vehicle recognition software allows CCTV images to be digitally 
matched to pictures in other databases, such as the photographic driver licenses now planned in Britain. 
The unregulated use of such a system would amount to an invasion of privacy, says the report, 
(MacKenzie, 1997) 
 
WHY VALUE PRIVACY? PRIVACY AND DEMOCRACY 
A brief analysis of the phenomenon of privacy protection and its importance for democracy is given in 
(Moor, 2004), beginning with Moor’s justification of privacy as the expression of a core value of 
security. The question arises consequently: How should situations be addressed in which privacy and 
security are complementary? There are namely situations in which more privacy for some people means 
less security for others. 
   In Warren and Brandeis’ argument, privacy stems from a representation of selfhood which they call 
"the principle of inviolate personality" and personal self possession. Charles Fried claims that human 
feelings such as respect, love and trust are unimaginable without privacy, meaning that intimacy and 
privacy are essential parts in relationships. Privacy is not merely an instrumental value to achieve 
further ends such as respect and trust; it is also seen as having an intrinsic value in human life.  
   According to Rosen (2000), privacy has political, social and personal values and costs. The political 
value involves the fact that there is no need to reveal one’s rank or family background, to be able to 
interact with others in a democracy. Thanks to privacy, it is possible for citizens, who might disagree on 
a topic, to communicate with each other without needing to reveal the details of their identity. Privacy 
reaches beyond individual benefit by being a value which contributes to the broader good, becoming an 
essential element of democracy (Grodzinsky and Tavani, 2004). In intruding on privacy, which is 
closely related to freedom, surveillance can be considered to have, ultimately, a negative effect on 
democracy.  
   By its nature, computer ethics is a worldwide phenomenon and cannot be tackled exclusively on an 
individual and local scale, (Johnson, 2003). For computer ethics with its specific contemporary 
questions, Floridi and Sanders (2003) advocate the method of ethical constructionism. The 
constructionist approach concentrates not only on the dilemmas faced by the individual but also 
addresses global computer ethics problems. Issues involved in e.g. the sharing and revealing of 
information about oneself introduce even more fundamental questions including the cultural and social 
context which must be considered when formulating policies.  
 
LEGISLATION 
“Technology can go a long way toward protecting the privacy of individuals, but we also need a legal 
framework to ensure that technology isn't outlawed (Bernstein: http://www.eff.org/bernstein/.) We can't 
protect privacy through case law, and self-regulation hasn't worked.” 

Deborah Pierce  

Privacy is a fundamental human right recognized in all major international treaties and agreements on 
human rights, as stated in Article 12 of the Universal Declaration of Human Rights (United Nations, 
1948).  



Article 12. 

“No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, 
nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law 
against such interference or attacks.” 

Article 17 of the UN’s International Covenant on Civil and Political Rights (see ICCPR), uses 
essentially the same formulation as Article 12. 
   Nearly every country in the world recognizes privacy as a basic human right in their constitution, 
either explicitly or implicitly. Most recently drafted constitutions include specific rights to access and 
control one's personal information (Council of Europe Convention and Legislation Links). According to 
PRIVACY AND HUMAN RIGHTS report: 

 “Interest in the right of privacy increased in the 1960s and 1970s with the advent of information 
technology (IT). The surveillance potential of powerful computer systems prompted demands for 
specific rules governing the collection and handling of personal information. In many countries, new 
constitutions reflect this right. The genesis of modern legislation in this area can be traced to the first 
data protection law in the world enacted in the Land of Hesse in Germany in 1970 This was followed by 
national laws in Sweden (1973), the United States (1974), Germany (1977) and France (1978). [fn 34]  

   Two crucial international instruments evolved from these laws. The Council of Europe's 1981 
Convention for the Protection of Individuals with regard to the Automatic Processing of Personal Data 
[fn 35] and the Organization for Economic Cooperation and Development's Guidelines Governing the 
Protection of Privacy and Transborder Data Flows of Personal Data [fn 36] articulate specific rules 
covering the handling of electronic data. The rules within these two documents form the core of the 
Data Protection laws of dozens of countries. These rules describe personal information as data which 
are afforded protection at every step from collection through to storage and dissemination. The right of 
people to access and amend their data is a primary component of these rules.  

   The expression of data protection in various declarations and laws varies only by degrees. All require 
that personal information must be:  

• obtained fairly and lawfully;  

• used only for the original specified purpose;  

• adequate, relevant and not excessive to purpose;  

• accurate and up to date; and 

• destroyed after its purpose is completed.” 

New technologies are increasingly threatening privacy. These include video surveillance cameras, 
identity cards and genetic databases.  

There is a growing trend towards the wide-ranging privacy and data protection acts around the world. 
Currently over 40 countries have already adopted or are in the process of adopting such laws, among 
others to promote electronic commerce and to ensure compatibility with international standards 
developed by the European Union, the Council of Europe, and the Organization for Economic 
Cooperation and Development.  

The worldwide development of digital government services makes questions of digital privacy 
increasingly important. The way classical government has been organized historically, with separate 
departments with their own personal data banks has inherently provided some privacy protection 
through practical anonymity, data matching being expensive in a distributed environment, (Hansen, 
Pfitzmann, 2004). The advent of IC technology has made data matching technically extremely easy. 



Moreover, a huge amount of data is collected by non-governmental organizations in business and the 
like, making commercial Little Brother, in addition to governmental Big Brother (McCrone, 1995) a 
potential threat to privacy, further complicating the situation. As the remedy Hes and Borking (2000) 
present privacy-enhancing technologies protecting anonymity. Hansen and Pfitzmann (2004) give a 
terminological analysis of identity management including anonymity, unobservability and 
pseudonymity. 
   Data protection law, in spite of its central importance, cannot cover the entire digital privacy field. It 
focuses mostly on the larger databases and their use (Wayner, 2004) and disregards other privacy-
related problems, notwithstanding the fact that many privacy-invasive technologies acquire digital 
records that should be subject to data protection. Examples of such potentially privacy-invasive 
technologies are different positioning devices, RFID and video surveillance, whose results may not be 
recorded, although they can still be a threat to privacy. 
 

ETHICS OF TRUST 
Trust is one of the building blocks of a civilized society. We trust train and airline time-tables and plan 
our journeys accordingly, we trust the pharmaceutical industry in taking their pills, believing that they 
will cure us and not kill us, we trust our employers and colleagues, assuming that what they promise or 
claim is what they, at least, believe to be true. As any other factor in human relations, trust has many 
different aspects in the different contexts. Wittgenstein's dictum `meaning is use' applies here as well. 
One can consider trust as a cognitive process or state, within the psychology of personality as a 
behavioral/developmental process, as a social psychology/sociology related phenomenon. In connection 
with cultural history and privacy, it is influenced by and influences social politics and society at large, 
for example, defining our responsibilities (Kainulainen, 2001). 
Hinman (2002) puts it in the following way: “Trust is like the glue that holds society together -- without 
it, we crumble into tiny isolated pieces that collide randomly with one another. In a world without trust, 
individuals cannot depend on one another; as a result, individuals can only be out for themselves. 
Economists have shown that societies where trust is low have stunted economic growth because a 
robust economy demands that individuals be able to enter into cooperative economic relationships of 
trust with people who are strangers.” 
Hinman claims that trust is one of the three universal core values found across cultures:  

• caring for children;  

• trust;  

• prohibitions against murder. 

This even holds in the most primitive artificial (computer-simulated) populations, in that case having 
the following effects: 

• assuring the continuity of population in terms of number of individuals and ways of behavior;  

• respecting the commonly accepted set of rules, which provides predictability and stable 
relationships; 

• preventing the extinction of the population. 

Trust thus has deep roots in both the needs of individual humans for security, safety, confidence and 
predictability and in the basic principles of social dynamics. 
   One field that has traditionally focused on the problem of trust is medical ethics. In Francis (1993) the 
section ‘Ethics of Trust vs. Ethics of Rights’ discusses autonomy, informed consent and the rights of 
patients. The relationship of dependence and usually significant difference in knowledge, which 
characterises doctor-patient communication and the position of the patient within the health-care 
system, have its counterpart in the relation between a common computer user and a computer 
professional knowing how to configure the machine or the network and communication in ways that 



have significant consequences for the user. Basically, the relation between a specialist and a lay-person 
is that of power and subjection and must be grounded on mutual trust.  
Historically, however, such unconditional trust on the part of the general public in the inherent 
goodness of technology has been shown to be unwarranted.  
Technology is far too important to everybody to be left to the specialist alone. Agre (1994) says “The 
design of computer systems has not historically been organized in a democratic way. Designers and 
users have had little interaction, and users have had little control over the resulting systems, except 
perhaps through the indirect routes available to them through resistance in the workplace and the refusal 
to purchase relatively unusable systems for their own use. Yet over the last ten or twenty years, a 
growing movement, originating in Scandinavia but now increasingly influential in other industrialized 
countries, is attempting to reform the design of computer systems in a more democratic direction 
(Bjerknes, Ehn, and Kyng 1987, Schuler and Namioka 1993). This movement, sometimes known as 
participatory design, invites the participation of, and in many cases gives formal control over the design 
process to, the people whose work-lives the system affects.” 
Here one can add “Weiser‘s principle of Inventing Socially Dangerous Technology: 

1. Build it as safe as you can, and build into it all the safeguards to personal values that you can 
imagine.  

2. Tell the world at large that you are doing something dangerous.”  

Weiser, 1995 

This principle aims at the establishment of a trust relationship between the specialists (inventors of 
dangerous technologies) and common users (people who are affected by the potentially dangerous 
consequences of technology).  
 

LEGITIMACY BY DESIGN AND TRUSTWORTHY COMPUTING 
 “Trust is a broad concept, and making something trustworthy requires a social infrastructure as well 
as solid engineering. All systems fail from time to time; the legal and commercial practices within 
which they're embedded can compensate for the fact that no technology will ever be perfect. Hence this 
is not only a struggle to make software trustworthy; because computers have to some extent already lost 
people's trust, we will have to overcome a legacy of machines that fail, software that fails, and systems 
that fail. We will have to persuade people that the systems, the software, the services, the people, and 
the companies have all, collectively, achieved a new level of availability, dependability, and 
confidentiality. We will have to overcome the distrust that people now feel for computers. 
The Trustworthy Computing Initiative is a label for a whole range of advances that have to be made for 
people to be as comfortable using devices powered by computers and software as they are today using a 
device that is powered by electricity. It may take us ten to fifteen years to get there, both as an industry 
and as a society. 
This is a "sea change" not only in the way we write and deliver software, but also in the way our society 
views computing generally. There are immediate problems to be solved, and fundamental open research 
questions. There are actions that individuals and companies can and should take, but there are also 
problems that can only be solved collectively by consortia, research communities, nations, and the 
world as a whole.”  

Mundie, at al. (2003) 

It is apparent that the problem of trust involves more than the establishment of decent privacy standards; 
it concerns even security, reliability and business integrity. The Trustworthy Computing Initiative is an 
indication of how serious the problem is and how urgent is its solution for the development of a society 
supported by computer technology. It is good news that business shows awareness of the social impact 
of the technology they produce and understanding of how basic public acceptance, confidence and trust 
is for the general direction of the future development of society. It gives hope that at least some 
important aspects of privacy problems of today will be solved within the decades to come. 



   The first phase of the intentional design for democracy is the explication of the embedded moral 
significance of ICT while the next is the development of the corresponding technology (Yu and 
Cysneiros, 2002). The existing analyses of the state of the art of privacy issues worldwide (fifty 
countries in http://www.gilc.org/privacy/survey) bear witness to how much work remains to be done. 
    “The electronic networking of physical space promises wide-ranging advances in science, medicine, 
delivery of services, environmental monitoring and remediation, industrial production, and monitoring 
of people and machines. It can also lead to new forms of social interaction, as suggested by the 
popularity of instant messaging (...). However, without appropriate architecture and regulatory controls 
it can also subvert democratic values. Information technology is not in fact neutral in its values; we 
must be intentional about design for democracy.” (Pottie 2004). 
   Legitimacy is a social concept of socially beneficial fairness. Traditional mechanisms that support 
legitimacy such as the law and customs are not yet well defined in cyberspace with its flexible, dynamic 
character. Legitimacy analysis can translate legitimacy concepts, such as freedom, privacy and 
ownership of intellectual property into specific system design demands. On the other hand it can 
interpret program logic into statements of ownership that can be understood and discussed by a social 
community. Legitimate interaction, with its cornerstone of accountability, seems a key to the future of 
the global information society we are creating, (Dodig-Crnkovic, Horniak, 2005). 
   Whitworth and de Moor (2003) claim that legitimate interaction increases social well-being, and they 
analyze the ways in which societies traditionally establish legitimacy, and how the development of 
socio-technical systems changes previously established patterns of behaviour. 
This means that democratic principles must be built into the design of socio-technical systems such as 
e-mail, CVE’s, chats and bulletin boards. As the first step towards that goal, the legitimacy analysis of a 
technological artefact (software/hardware) is necessary. Legitimacy analysis can be seen as a specific 
branch of disclosive ethics, specialized for privacy issues. Fischer-Hübner (2001) adress the problem of 
IT-security and privacy, discussing the design and use of privacy enhancing security mechanisms. 
   What we as users have a right to expect in the near future is that the ICT follows Privacy/Fair 
Information Principles: “Users are given appropriate notice of how their personal information may be 
collected and used; they are given access to view such information and the opportunity to correct it; 
data is never collected or shared without the individual's consent; appropriate means are taken to ensure 
the security of personal information; external and internal auditing procedures ensure compliance with 
stated intentions.” (Mundie, at al., 2003) 
 

Whose Responsibility? Agency and Surrogate Agency 
According to Kainulainen (2001), A Trust and Ubiquitous Computing, the layers of trust are as follows: 

• Individual - machine 

• Individual - individual 

• Individual - (machine) - individual 

• Individual - identifiable small groups (social aspect) 

• Individual - groups/organizations (authority, higher levels of hierarchy and abstraction) 

• Group - group 

As a consequence, a question arises: how, in all these types of interactions, to establish the 
responsibility, especially when machines and software agents (e.g. intelligent software agents such as 
web bots - 'software robots') are involved. Johnson and Powers (2004) study the problem of the 
responsibility of (autonomous) agents which are used as role or "surrogate" mediators to pursue the 
interests of their clients. We are familiar with surrogate agents who usually act as stockbrokers, lawyers, 
and managers, performers and entertainers. It is an established praxis that when the behavior of a 
surrogate agent falls below a certain standard of diligence or authority, the client can sue the agent and 
the agent can be found liable for his or her behavior. This suggests that similar criteria should be 
developed with respect to computer agents. Questions arise about the rights and responsibilities of 



computer agents, their owners and designers. These are matters that should be highlighted and regulated 
in the immediate future. The surrogate agents already in operation are obvious candidates for a thorough 
ethical analysis. 
 

CONCLUSION 
“Yes, safeguards can be built into any system, such as the checks and balances in a good accounting 
system. But what keeps them in place is not the technology, but people's commitment to keeping them.  
   We cannot expect technology alone to solve ethical dilemmas. Technology is a tool made by people to 
meet people's needs. Like all tools, it can be used in ways undreamed of by the inventor. Like all tools, it 
will change the user in unexpected and profound ways.”  

Weiser (1995) 

Koehn (1998) makes the following list of characteristics that an ethic should possess. It: 

• requires each of us to properly appreciate other human beings’ distinctive particularity;  

• acknowledges the extent to which we are thoroughly interdependent beings; 

• imposes limits on the extent to which we are obligated to be open to others; 

• engenders the self-suspicion necessary if our relations are to be free of manipulation, narcissism, 
self-righteousness and unjust resentment and 

• provides for a rule of law and for political accountability. 

After analyzing several kinds of ethic (an ethic of care, an ethic of broad empathy, an ethic of trust and 
a dialogical ethic) Kohen finds all of the above elements in a dialogical ethic. Its main feature is 
interactivity and dynamic, and it is based on the culture of trust. That is how the problem of workplace 
privacy can be seen. It is a part of a more general problem of privacy, and in the digital era, life in a 
global, networked E-village implies that the problem must be solved on a global level. Not only through 
legislation (even though it is very important building block), not only through technology (even thought 
it is essential), but through an informed ethical dialogue.  

   Our conclusion is that mutual trust which is one of the basic ethical principles on which human 
societies rely must be established in the use of ICT. This in the first place presupposes the informed 
consent of all the parties involved as a conditio sine qua non. Moreover, trust must also be established 
globally because the data contained in networked computers virtually knows no boundaries, and is easy 
to manipulate. 
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